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Abstract—Video saliency detection aims to continuously discov-
er the motion-related salient objects from the video sequences.
Since it needs to consider the spatial and temporal constraints
jointly, video saliency detection is more challenging than image
saliency detection. In this paper, we propose a new method to
detect the salient objects in video based on sparse reconstruction
and propagation. With the assistance of novel static and motion
priors, a single-frame saliency model is firstly designed to repre-
sent the spatial saliency in each individual frame via the sparsity-
based reconstruction. Then, through a progressive sparsity-based
propagation, the sequential correspondence in the temporal space
is captured to produce the inter-frame saliency map. Finally, these
two maps are incorporated into a global optimization model to
achieve spatiotemporal smoothness and global consistency of the
salient object in the whole video. Experiments on three large-scale
video saliency datasets demonstrate that the proposed method
outperforms the state-of-the-art algorithms both qualitatively and
quantitatively.

Index Terms—Video saliency detection, sparse reconstruction,
color and motion prior, forward-backward propagation, global
optimization.

I. INTRODUCTION

THE visual attention mechanism is remarkably effective in
perceiving the contents and selecting the salient regions

from the complex scenes. Imitating this, visual saliency tech-
niques have facilitated a broad range of computer vision tasks
such as image segmentation [1], foreground annotation [2],
thumbnail creation [3], photo cropping [4], image enhance-
ment [5], [6], and quality assessment [7], [8].

In the past few decades, saliency detection for static image
has gained much attention and achieved encouraging perfor-
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mances on the public benchmarks. The saliency detection
models can be divided into two categories, i.e., data-driven
bottom-up model and task-driven top-down model. In early,
saliency detection methods focus on bottom-up visual attention
mechanisms by using various low-level features, priors, and
techniques, such as compactness prior [9], background prior
[10], sparse coding [11]–[13], random walks [14], hierarchical
decomposition [15], cellular automata [16], color transform
[17], metric learning [18], and Bayesian framework [19]. More
recently, the top-down saliency models using the deep learning
have achieved remarkable performance [20]–[25].

By contrast, video saliency detection still remains as a
relatively challenging and emerging issue. Different from the
image saliency detection, video saliency detection aims to
continuously locate the motion-related salient object from the
video sequences by considering both the spatial and temporal
information jointly, where the spatial information represents
the intra-frame saliency in the individual frame, and the tempo-
ral information provides the inter-frame constraints and motion
cues. Moreover, the salient objects in video are continuous
in time axis and consistent among different frames, and the
motion information is essential to distinguish the salient object
from a complex scene.

In video data, the moving objects often attract more at-
tention than the static ones. However, not all moving objects
are salient targets and need to be further discriminated by
the surrounding regions and adjacent frames. Therefore, how
to make full use of the motion information to highlight the
salient regions and suppress the backgrounds is essential to
video saliency detection. Some motion-based features, such
as optical flow contrast and optical flow gradient, have been
utilized to separate the foreground regions from the video
directly [26], [27]. Nevertheless, these methods are fragile
due to the noises and moving backgrounds. In this paper, we
introduce the motion compactness and motion uniqueness as
motion cues to improve the motion saliency measurement. The
motion compactness describes the distribution of the optical
flow, and the motion uniqueness represents the appearance
characteristics of the motion amplitude information.

Exhibiting robustness to noise, sparsity-based techniques
have been demonstrated to yield discriminative representations
that have potential to improve the performances in a variety of
inference tasks. In addition, several saliency detection methods
[11]–[13] construct sparse models from the image and report
satisfactory results against complex backgrounds. Li et al.
[11] computed the saliency via the multi-scale dense and
sparse reconstruction, and the reconstruction errors are used
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to represent the saliency. In [12], a weighted sparse coding
framework on different data inputs is proposed to locate
the salient objects. Recently, Yuan et al. [13] combined the
deep neural network (DNN) and dense and sparse labeling
(DSL) framework for saliency detection. By contrast, only a
few studies [28], [29] employed the sparse representations to
achieve video saliency detection. However, these methods only
use sparse representations to capture the spatial information
from individual frames, thus do not generalize well on the
temporal space. To address this, we develop a progressive
sparse propagation framework with the forward-backward s-
trategy to model the inter-frame correspondence and generate
the inter-frame saliency map in the spatiotemporal space. For
the forward pass, the previous frame is utilized to build the
forward dictionary and reconstruct the current frame. On the
contrary, the backward pass processes the video from the last
frame to the first frame, and the current frame is reconstructed
by the backward dictionary constructed by the latter frame.
Through the bidirectional propagation processes, the inter-
frame relationship is exploited and the inter-frame saliency
is achieved.

Generally, spatiotemporal consistency should be considered
in video saliency models to achieve more homogeneous result,
i.e., the saliency value of the salient region or background
should not change drastically along the time axis. Moreover,
in the most of existing methods, the input video is processed
frame by frame without considering a global measure across
the whole video sequence. In this way, the saliency result can
only guarantee local consistency rather than global consis-
tency. Therefore, we propose a global optimization scheme
based on energy function to obtain more homogeneous and
consistent saliency result, which includes unary data term,
spatiotemporal smooth term, spatial incompatibility term, and
global consistency term.

In summary, we present a video saliency detection method
based on sparse reconstruction and propagation, considering
the spatiotemporal priors and global consistency. The main
contributions are summarized as follows:

(1) A novel sparsity-based saliency reconstruction is intro-
duced to generate single-frame saliency map, making the
best use of the static and motion priors. The motion
priors are defined as motion compactness cue and motion
uniqueness cue.

(2) A new and efficient sparsity-based saliency propagation is
presented to capture the correspondence in the temporal
space and produce inter-frame saliency map. The salient
object is sequentially reconstructed by the forward and
backward dictionaries.

(3) To attain the global consistency of the salient object in
the whole video, a global optimization model, which
integrates unary data term, spatiotemporal smooth term,
spatial incompatibility term, and global consistency term,
is formulated.

(4) Extensive experimental evaluations and ablation studies
show that the proposed method achieves a superior per-
formance, outperforming the current state-of-the-art ap-
proaches.

The remainder of the paper is organized as follow. Section
II presents a review of the related work. Section III details the
proposed sparse-based video saliency framework. The experi-
mental comparisons and analyses are presented in Section IV.
Finally, the conclusion is drawn in Section V.

II. RELATED WORK

In this section, we review the related work in image saliency
detection and video saliency detection.

A. Image Saliency Detection

The last decade have witnessed the significant progress
towards image saliency detection, and a number of methods
have been presented [9]–[25]. Zhou et al. [9] integrated two
complementary cues including compactness and local contrast
to detect the salient regions. Li et al. [15] proposed a saliency
detection algorithm by using reconstruction errors derived
from the dense reconstruction and sparse reconstruction. Li et
al. [21] proposed an end-to-end deep network, which consists
of a pixel-level fully convolutional stream and a segment-
wise spatial pooling stream. Liu and Han [23] proposed a
deep hierarchical saliency network, which integrates a CNN
over the global view producing the global saliency map and a
hierarchical recurrent CNN recovering the image details. Hou
et al. [24] developed a deeply supervised saliency detection
network, which introduces a series of short connections be-
tween shallower and deeper side-output layers to highlight
the entire salient object and accurately locate the boundary.
Moreover, some works focus on performance evaluation for
saliency detection task, such as S-measure [30] and E-measure
[31].

In addition, as the extended studies, many models focus on
extracting the salient object from the RGBD images [32]–[39]
or image group [40]–[46]. Feng et al. [33] proposed a Local
Background Enclosure (LBE) measure to directly capture
salient structure from depth map. Considering the negative
influence of poor depth map, Cong et al. [34] proposed a
depth confidence measure to evaluate the quality of depth map,
and combined with multiple cues to achieve RGBD saliency
detection. Chen et al. [38] presented a multi-scale multi-path
fusion network for RGB-D saliency detection, which advances
the traditional two-stream fusion architecture. Chen et al. [39]
proposed a three-stream attention-aware multi-modal fusion
network for RGBD saliency detection, which integrates the
cross-modal distillation stream and the channel-wise attention
mechanism. In [40], a cluster-based co-saliency detection
algorithm for multiple images is proposed, which integrates
the contrast, spatial, and corresponding cues. With the FCN
framework, Wei et al. [42] proposed an end-to-end group-
wise deep co-saliency detection model via the collaborative
learning structure with convolution-deconvolution. Han et al.
[43] introduced metric learning into co-saliency detection,
which jointly learns discriminative feature representation and
co-salient object detector via a new objective function. Cong
et al. [44] proposed a co-saliency detection method for RGBD
images by using the multi-constraint feature matching and
cross label propagation.
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Fig. 1. The flowchart of the proposed video saliency detection framework.

However, these methods mainly focus on capturing saliency
attribute from a single image or noncontinuous images, and do
not directly extend to video saliency detection.

B. Video Saliency Detection

In video sequences, moving objects generally draw more
attention than static ones, even if the static objects appear
more salient in a single frame. Inspired by biological mech-
anisms of motion-based perceptual grouping, Mahadevan et
al. [47] proposed a spatiotemporal saliency method based
on a center-surround framework. Fang et al. [48] proposed
a video saliency model based on feature contrast in com-
pressed domain, where four features are extracted from the
discrete cosine transform coefficients and motion vectors in
video bitstream. In [26], the temporal saliency and spatial
saliency were adaptively fused to generate spatiotemporal
saliency map, which incorporates superpixel-level motion dis-
tinctiveness, global contrast, and spatial sparsity. Wang et al.
[27] presented a novel spatiotemporal saliency model based
on the gradient flow field and energy optimization. Kim et
al. [49] presented a robust saliency detection algorithm for
video, which integrates spatiotemporal information through
the random walk with restart framework. Wang et al. [50]
integrated the spatiotemporal edge cue and geodesic distance
to obtain accurate spatiotemporal saliency result. In [51], the
color saliency and motion saliency are fused in a batch-
wise way, and the temporal smoothness is guaranteed through
low-rank coherency diffusion. Liu et al. [52] presented a
spatiotemporal saliency model for unconstrained videos, which
utilizes superpixel-level graph-based motion saliency and spa-
tiotemporal propagation. Xi et al. [53] proposed a graph-based
video saliency detection approach by combining the temporal
background prior and spatial background prior simultaneously.

It is worth mentioning that deep learning has been suc-
cessfully applied to the video saliency detection [54]–[59].
Le et al. [54] proposed an end-to-end deeply supervised 3D
recurrent fully convolutional network (DSRFCN3D) for salient
object detection in video, which contains an encoder network,

a decoder network, and a refinement mechanism. Wang et
al. [56] proposed an effective and efficient video saliency
framework by using deep learning, which consists of two
modules, i.e., the static saliency model and dynamic saliency
model. Moreover, the saliency result from the static saliency
network is directly incorporated in the dynamic saliency net-
work to produce final spatiotemporal saliency inference with
less computation load. In addition, Li et al. [58] proposed a
very large video saliency detection dataset and an unsupervised
approach for video salient object detection by using saliency-
guided stacked autoencoders.

Compared with image saliency detection, video saliency
detection is still an emerging topic that needs to be further
investigated. Most of the existing methods usually devote to
setting up a direct fusion scheme through integrating image
cues with motion cues, and lacking of a holistic framework
to fully explore the intra-frame and inter-frame information
jointly.

III. PROPOSED METHOD

Motivated by the inherent aspects of salient objects in
video, three progressive steps are proposed to achieve video
saliency detection, i.e., single-frame saliency reconstruction,
inter-frame saliency propagation, and global optimization. The
flowchart is shown in Fig. 1. First, with the intuition that
salient objects in the video should be salient in each individual
frame, thus, a single-frame saliency model is designed to
capture the spatial saliency using sparse reconstruction with
the static and motion saliency priors. Then, an inter-frame
saliency propagation with forward-backward strategy is uti-
lized to model the sequential correspondence in the temporal
space and generate the inter-frame saliency map. Finally, a
global optimization model is designed to guarantee the global
consistency of the salient object across the whole video and
achieve more homogeneous saliency result. We explain each
of these steps next.
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A. Single-frame Saliency Reconstruction

For video saliency detection, the detected object should be
salient with respect to the background and underlying motion
in each frame. To this end, a sparse reconstruction model
with two saliency priors is used to detect the salient object
in each individual frame. The first one is the static saliency
prior, which utilizes three color saliency cues to construct a
color-based reconstruction dictionary (DC). The second one is
the motion-based saliency prior, which integrates the motion
uniqueness cue and motion compactness cue to build a motion-
based dictionary (DM).

Given a video sequence F = {F t}Nt=1 including N frames
F t, we firstly derive some homogeneous superpixels Rt =
{rtk}N

t

k=1 using SLIC algorithm [60] for each frame F t,
where N t is the number of superpixels. In addition, the large
displacement optical flow [61] is calculated to represent the
pixel-level motion vector. The motion vector vtk of superpixel
rtk is defined as the mean value of pixel-level motion vector
in the superpixel.

1) Static-based Saliency Prior: The static-based saliency
prior measures the static saliency in each frame by incorpo-
rating the background dictionary into a sparse representation
framework. Three color-based cues, including background
cue, compactness cue, and uniqueness cue, are integrated
to select the background seeds and build the dictionary for
reconstruction.

Background Cue. It is generally accepted that in video
production, the important objects are close to the image
center rather than the boundaries, which is a natural response
of the cameraman operating the imaging system. Thus, the
superpixels located at the image boundaries are more likely
to be the background seeds, and this observation has been
applied to many saliency detection models [10], [11]. In our
work, the superpixels along the image boundaries are selected
as the background candidate set ΦtSB that represents the spatial
location attribute of the background regions.

Static Compactness Cue. The salient regions incline to
have a small spatial variance, whereas the backgrounds usually
have a high spatial variance since their superpixels are often
distributed over the entire image. Therefore, the compactness
cue is introduced to describe the spatial distribution of the
background regions. Following the DCLC method [9], the
spatial variance of superpixel rtk is calculated by:

vs(r
t
k) =

∑Nt

l=1 a
t
kl · ntl · ‖ptl − utk‖2∑Nt

l=1 a
t
kl · ntl

(1)

where ntl represents the number of pixels that belong to the
superpixel rtl , ptl denotes the spatial coordinates of superpixel
rtl , utk is the spatial mean, atkl = exp(−‖lctk − lctl‖2/σ2)
denotes the color similarity between two superpixels, lctk is
the mean Lab color value of superpixel rtk, and σ2 is a
parameter to control degree of the similarity, which is set to
0.1 as suggested in [14]. Then, the top Q1 superpixels with
larger spatial variances are selected as the compactness-based
background candidate set ΦtSC .

Static Uniqueness Cue. The third cue represents the global
appearance of the background regions in which the salient

object shows different properties in appearance compared
with the background. In our work, a cluster-based method
is proposed to define the uniqueness cue. First, K-means++
clustering [62] is used to group the superpixels into K clus-
ters {Cti}Ki=1 with cluster centers {cti}Ki=1, where the cluster
number is set to 20 in the experiments. Then, two clusters
with the largest Euclidean distance are selected by:

{Ctp, Ctq} = arg max
m,n∈{1,...,K}

Ed(c
t
m, c

t
n) · e−|vs(Ct

m)−vs(Ct
n)| (2)

where Ed(ctm, c
t
n) is the Euclidean distance between the two

cluster centers, and vs(Ctm) denotes the mean spatial variance
of the cluster Ctm. The selected two clusters correspond to
one foreground cluster and one background cluster. Finally,
a decision scheme considering the spatial variance and back-
ground probability is designed to determine the uniqueness-
based background candidate set ΦtSU as:

ΦtSU =


{Ctp}, if [vs(C

t
p) > vs(C

t
q)] ∩ [Pb(C

t
p) > Pb(C

t
q)]

{Ctq}, if [vs(C
t
p) ≤ vs(Ctq)] ∩ [Pb(C

t
p) ≤ Pb(Ctq)]

∅, otherwise
(3)

where Pb(C
t
p) is the mean background probability of the

cluster Ctp by using the method in [10].
Static-based Saliency Reconstruction. The final back-

ground set is obtained by combining all background candi-
dates as ΦtCB = ΦtSB ∪ ΦtSC ∪ ΦtSU . Then, three types of
features considering the color components, spatial location,
and texture distribution are used to describe each super-
pixel. The color features in different color spaces are the
intuitive representation of the superpixel, which is denoted
as c = [R,G,B,L, a, b,H, S, V ]. The position coordinates
benefit for depicting the spatial relationship of the superpixel,
which is represented as p = [x, y]. The texton histogram t
describes the local texture information of the superpixel [63].
Similar to [11], [12], [35], all these hand-crafted features
are firstly normalized to [0, 1], and then concatenated into
a feature vector to represent the superpixel rtk, which is
denoted as xtk = [ctk, p

t
k, t

t
k]T . The background dictionary DtB

is constructed by the feature representations of the stacking
background seeds in ΦtCB .

Based on the assumption that reconstruction error should
be different for foreground and background through a sparse
reconstruction model, the image saliency can be measured by
the reconstruction error [11]. Each superpixel rtk is encoded
by:

αt∗k = arg min
αt

k

‖xtk − DtB · αtk‖22 + λ · ‖αtk‖1 (4)

where αt∗k is the optimal sparse coefficient for superpixel rtk,
DtB denotes the background dictionary for frame F t, xtk is
the feature representation of superpixel rtk, λ is set to 0.01 as
suggested in [11], and ‖ · ‖1, ‖ · ‖2 indicate the `1-norm and
`2-norm functions, respectively.

For the sparse reconstruction with a background dictionary,
the salient region will have a large reconstruction error, while
the reconstruction error of the background region should be
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Fig. 2. Optical flow data of different video frames. (a) RGB image. (b) Optical
flow map. (c) The magnitude of optical flow data.

small. Thus, the saliency of superpixel rtk can be measured by
the reconstruction error εtk:

Ss(r
t
k) = εtk = ‖xtk − DtB · αt∗k ‖22 (5)

where Ss(rtk) denotes the static saliency value of superpixel
rtk via the reconstruction error εtk.

2) Motion-based Saliency Prior: Moving target attracts
more attention in visual perception, thus, we introduce a
motion-based saliency prior to represent the salient object from
the perspective of motion space. An example of the optical
flow data is shown in Fig. 2, where the spatial distribution
of moving object is more concentrated than the background
regions in the optical flow data. In addition, the moving object
is often different from the background regions in terms of the
magnitude of optical flow (MOF), which is consistent with the
uniqueness cue in the color space. Based on these observa-
tions, we extend the color-related cues to the motion field and
determine the background seeds for dictionary construction.

Motion Compactness Cue. Our intuition is that, in the
whole video sequences, the spatial location distribution of
moving object is more concentrated and compact in the optical
flow field, whereas the background is distributed over the
entire image. Therefore, we introduce a “motion compactness”
cue to describe the distribution of the optical flow data and
determine the background candidates. Similar to the color-
based spatial variance, the motion-based spatial variance is
defined as:

vm(rtk) =

∑Nt

l=1m
t
kl · ntl · ‖ptl − ũtk‖2∑Nt

l=1m
t
kl · ntl

(6)

where mt
kl = exp(−‖vtk − vtl‖2/σ2) is the motion similarity

between two superpixels, vtk denotes the optical flow vector
of superpixel rtk, σ2 is a constant parameter, ntl represents the
number of pixels that belong to superpixel rtl , ptl = [xtl , y

t
l ] is

the centroid coordinates of superpixel rtl , and ũtk = [uxtk, uy
t
k]

represents the spatial mean in optical flow field, which is
defined as: 

uxtk =
∑Nt

l=1m
t
kl·n

t
l ·x

t
l∑Nt

l=1m
t
kl·n

t
l

uytk =
∑Nt

l=1m
t
kl·n

t
l ·y

t
l∑Nt

l=1m
t
kl·n

t
l

(7)

where a larger vm(rtk) indicates that the distribution of su-
perpixel rtk in optical flow field is more dispersed, thus, the
background probability of the superpixel is greater. Then, the

top Q1 superpixels with larger motion-based spatial variance
are composed to the background candidate set ΦtMC .

Motion Uniqueness Cue. In general, the moving target
exhibits different motion appearance compared with the back-
ground regions in the MOF data. Therefore, we define a
“motion uniqueness” cue in the MOF field by calculating the
global contrast of each superpixel:

um(rtk) =

Nt∑
k=1,k 6=l

|Mf (rtk)−Mf (rtl )| · e−Ed(ptk,p
t
l)/σ

2

(8)

where um(rtk) is the motion-based uniqueness measure of su-
perpixel rtk, Mf (rtk) denotes the MOF value of the superpixel
rtk, and Ed(·) is the Euclidean distance function between two
superpixels, which emphasizes the effect of closer superpixels.
The smaller the uniqueness value is, the greater background
probability of the superpixel achieves. Thus, we select the top
Q1 superpixels with smaller motion-based uniqueness value
to build the background candidate set ΦtMU .

Motion-based Saliency Reconstruction. The final motion-
related background set is determined by combining two
background candidate sets, as ΦtMB = ΦtMC ∪ ΦtMU . For
the motion-based sparse reconstruction, the motion feature
is necessarily introduced to represent the motion cue. Fur-
thermore, in order to guarantee the robustness of the feature
representation, the basic color components are also embedded
into the feature pool. Each superpixel is represented as a 12-
dimensional feature vector xtk = [ctk,m

t
k]T , where c is the

9-dimensional color feature, and m denotes the 3-dimensional
motion feature involving the components and magnitude of
optical flow data. Then, the feature representation of each
motion-related background seed is used to construct the back-
ground dictionary for frame F t as DtB . At last, as same as the
static-based saliency reconstruction in Eqs. (4)-(5), the motion
saliency of each superpixel is represented by the reconstruction
error, which is denoted as Sm(rtk).

3) Single-frame Saliency Map: The static saliency and
motion saliency aim to discover the salient object from differ-
ent feature domains. We integrate these two saliency maps to
produce the single-frame saliency map as:

Sr(r
t
k) = Ss(r

t
k) · Sm(rtk). (9)

B. Inter-frame Saliency Propagation

The sequential relationship across the time axis is crucial
to video saliency detection. The salient object in an individual
frame should be further discriminated by using the inter-frame
information. Considering the high consistency and smoothness
of the salient object in appearances and views between two
adjacent frames, the previous frame can be employed to build
a foreground dictionary and reconstruct the current frame in a
forward way. Likewise, the current frame can be reconstructed
by the next frame in a backward propagation manner. There-
fore, a spatiotemporal saliency model is established via sparse
propagation with a forward-backward strategy to smooth the
salient object and suppress the background.

For the inter-frame sparsity-based saliency propagation, the
directly adjacent frames are most relevant to the current frame,
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which benefits for capturing the common attributes of the
salient objects. The proposed forward-backward propagation
strategy is a heuristic method for inter-frame relationship
abstraction in a progressive manner. The forward saliency
and backward saliency are progressively correlated, where
the forward saliency result is embedded into the feature
pool to construct the dictionary and conduct the backward
propagation. Through the bidirectional propagation processes,
the exploitation of inter-frame relationship becomes more
comprehensive and accurate.

1) Forward Propagation: In the forward propagation, the
current frame is reconstructed by a foreground dictionary
derived from the previous frame, and the video is sequentially
processed from the first frame to the last frame.

First, top Q2 superpixels with larger single-frame saliency
values in frame F t−1 are selected as the foreground seeds in
the forward pass. Then, using the spatiotemporal features, each
superpixel is represented as xtk = [ctk, p

t
k, t

t
k,m

t
k, Sr(r

t
k)]T ,

where c represents the 9-dimensional color feature, p is the
2-dimensional spatial coordinates, t is the 15-dimensional
texton histogram, m denotes the 3-dimensional motion feature
vector, and Sr is the single-frame saliency value. The feature
representations of all foreground seeds from frame F t−1 are
stacked to construct the forward foreground dictionary for
frame F t, which is denoted as Dt−1

F .
Each superpixel in the current frame F t is reconstructed

by the forward foreground dictionary Dt−1
F through the sparse

framework, and the reconstruction error εtk is calculated to
measure the forward saliency of superpixel rtk. Since the
foreground dictionary is used for sparse reconstruction, the
reconstruction error of the foreground regions should be small,
and the background regions have a large reconstruction error.
In other words, the superpixel with smaller reconstruction error
should be assigned to a greater saliency value, and vice versa.
Therefore, following [12], the forward saliency of superpixel
rtk is measured by an exponential function of reconstruction
error:

Sf (rtk) = exp(−εtk/σ
2) = exp(−‖xtk − Dt−1

F · αt∗k ‖
2
2/σ

2)
(10)

where Sf (rtk) is the saliency value in the forward pass,
σ2 = 0.1 is a weighted parameter, and αt∗k denotes the optimal
sparse coefficient obtained by solving Eq. (4) with the forward
foreground dictionary Dt−1

F .
2) Backward Propagation: The forward propagation cap-

tures the pre-order inter-frame relationship. Similarly, a back-
ward pass is further carried out, which processes the video
from the last frame to the first frame in a post-order way. The
backward pass is the same as the forward pass, except for the
foreground dictionary construction.

In the backward propagation, the single-frame saliency and
forward saliency are combined to determine the foreground
seeds. First, top Q2/2 superpixels with larger saliency values
in the single-frame and forward saliency models are select-
ed, respectively. Then, the union of these superpixels are
determined as the final foreground seeds in the backward
pass. Different from the forward pass, the forward saliency
Sf is added into the feature pool, which is denoted as

xtk = [ctk, p
t
k, t

t
k,m

t
k, Sr(r

t
k), Sf (rtk)]T . Finally, the backward

reconstruction error ε̃tk is used to define the backward saliency:

Sb(r
t
k) = exp(−ε̃tk/σ

2) = exp(−‖xtk − Dt+1
F · α̃t∗k ‖

2
2/σ

2)
(11)

where α̃t∗k denotes the optimal sparse coefficient obtained by
solving Eq. (4) with the backward foreground dictionary Dt+1

F .

C. Global Optimization

In order to achieve superior and globally consistent saliency
map, we propose an efficient optimization model with an
energy function that consists of four complementary terms.

Unary Data Term. This term encourages the similarity
between the final saliency map and initial saliency map, which
is defined as:

Eu =
∑
k

(ŝtk − s
t
k)2 (12)

where ŝtk represents the final optimized saliency value of
superpixel rtk, and stk = Sr(r

t
k) + Sf (rtk) + Sb(r

t
k) is the

initial saliency value combining three obtained saliency maps.
Spatiotemporal Smooth Term. This term favors that all the

similar and spatiotemporally adjacent superpixels across the
whole video should be assigned to consistent saliency scores,
which is calculated by:

Es =
∑

(k,l)∈Ωst

ωkl · (ŝtk − ŝtl)
2 (13)

where ωkl = exp(−‖lck−lcl‖2/σ2) is the Lab color similarity
between superpixels rk and rl, lck is the mean Lab color value
of superpixel rk, and Ωst = Ωs ∪ Ωt is the spatiotemporal
adjacent set. Ωs is the spatially adjacent set in one frame,
which is defined as:

Ωs = {(rtm, rtn)| rtm and rtn are spatially adjacent in F t}
(14)

Following the settings in [27], the temporally adjacent set Ωt
is represented as:

Ωt = {(rtm, rt
′

n )| ‖ptm − pt
′

n‖ ≤ 800 & |t− t′| = 1} (15)

where ptm is the spatial coordinates of superpixel rtm, and t′

denotes the frame index.
Spatial Incompatibility Term. Inspired by the related work

[64], the distributions of the salient and background regions
should have high probabilities at mutually exclusive domains.
Thus, the spatial incompatibility term enforces that the same
region should not have high foreground and background prob-
abilities simultaneously, which is represented as:

Ei =
∑

(k,l)∈Ωs

ωkl · ŝtk · ŝtl (16)

When a highly probable salient region is surrounded by unlike-
ly background neighbors, the spatial incompatibility energy is
reduced. Therefore, for a low spatial incompatibility energy,
the foreground and the background should form their own
dominant regions.

Global Consistency Term. Video saliency detection aims
to continuously locate the motion-related salient object from
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the video sequences. In other words, the salient objects in
video should be salient with distinct motion patterns in each
individual frame, and appear in most of the frames. Therefore,
the salient objects will not change throughout the whole video
sequence, and need to be consistently highlighted. However,
the input video is processed frame by frame in most of the
existing methods, which ignores the global property across
the whole video sequence. In this way, the saliency result only
guarantees the local consistency rather than global consistency.
In our work, the global consistency term is proposed to
improve the consistency from the global perspective, which
imposes the appearance of salient object approximate to a
global video foreground model. Moreover, even for some oc-
clusion regions that occur in the video, the global consistency
term does not highlight them due to the introduction of global
appearance similarity. In other words, the global consistency
term only improves the global consistency of non-occluded
salient objects, which can be used to process the long video
sequences. This term is described as:

Eg =
∑
k

κk · ŝtk
2

(17)

where κk = χ2(hk,hvs) is the chi-square distance of Lab
color histograms between the superpixel and video foreground
model. The top 10 superpixels with larger initial saliency value
in each frame are extracted as the foreground samples to
represent the foreground distribution of the whole video.

To sum up, the energy function is defined as follows:

E = η1 · Eu + η2 · Es + η3 · Ei + η4 · Eg (18)

where ηi is the weighting parameter for balancing the rel-
ative influence of different components. Following [27], the
weighting parameter η1 for unary data term is set to 0.5
to constrain the updating change not to be large, and other
weighting parameters are set to 1 with equal contribution.

Let s = [sk]Na×1, and ŝ = [ŝk]Na×1, where Na =
∑N
i=1N

i

is the total number of superpixels in the whole video. The
energy function can be rewritten as the following matrix form:

E =η1 · (̂s− s)T · (̂s− s) + η2 · ŝT · (Dst −Wst) · ŝ
+ η3 · ŝT ·Ws · ŝ + η4 · ŝT ·K · ŝ

(19)

where Wst = [ωkl]
(k,l)∈Ωst

Na×Na
is the spatiotemporal color simi-

larity matrix, Dst = diag(d1, d2, . . . , dNa
) denotes the degree

matrix, di =
∑Na

j=1,(i,j)∈Ωst
ωij , Ws = [ωkl]

(k,l)∈Ωs

Na×Na
is the

spatial color similarity matrix, and K = diag(κ1, κ2, . . . , κNa
)

is the difference matrix between the superpixels and global
foreground model.

Combining these four quadratic function terms, the energy
function is a convex function, which can be solved by setting
its derivative with respect to ŝ to be 0. The transformation
formula is represented as:

η1 · (̂s−s)+η2 ·(Dst−Wst) · ŝ+η3 ·Ws · ŝ+η4 ·K · ŝ = 0 (20)

Then, the solution is obtained by:

ŝ = [η1 ·I+η2 ·(Dst−Wst)+η3 ·Ws+η4 ·K]−1 ·(η1 ·s) (21)

where I is an identity matrix with the size of Na ×Na.

IV. EXPERIMENTS

A. Experimental Settings

We evaluate the proposed approach on the SegTrackV1
dataset [65], DAVIS dataset [66], and ViSal [27] dataset.
The SegTrackV1 dataset includes 6 videos, and the pixel-
level ground truth for each frame is available. Five videos
in the dataset except for the penguin video are used for
evaluation since the ground truth for this video is not usable.
The DAVIS dataset contains 50 video sequences with the
high quality resolution of 854× 480 and full HD 1080p, and
the fully-annotated pixel-level ground truth for each frame
is provided. It is a challenging dataset because the scenes
span multiple occurrences of occlusions, motion-blur, and
appearance changes. In our work, the 854 × 480 resolution
video sequences are utilized. As a specially designed dataset
for video saliency detection, ViSal dataset consists of 17
challenging video sequences with manually annotated ground
truth containing complex color distributions, highly cluttered
background, various motion patterns, rapid topology changes,
and camera motion. In experiments, the number of superpixels
for each frame is set to 500, and the number of seeds are set
to {Q1, Q2} = {250, 50}. The project, including the codes,
results, and demos, is available on our website.1

Comparing the thresholding saliency map against the ground
truth, the precision and recall scores are achieved, and the
Precision-Recall (P-R) curve can be drawn. As an overall
performance measurement, F-measure [67] is defined as:

Fβ =
(1 + β2)Precision×Recall
β2 × Precision+Recall

(22)

where β2 is set to 0.3 that weighs the precision more than
recall as suggested in [68], [69].

In addition, Mean Absolute Error (MAE) [27], [56] is
introduced as a complementary measure, which is calculated
as:

MAE =
1

w × h

w∑
x=1

h∑
y=1

|S(x, y)−G(x, y)| (23)

where S denotes the binary saliency map, G is the ground truth
map, w and h represent the width and height of the image,
respectively.

B. Comparison with State-of-the-art Methods

We compare the proposed method with 15 state-of-the-art
methods, including 6 static image saliency methods for each
frame (DSR [11], DCLC [9], HS [15], BSCA [16], RRWR
[14], and HDCT [17]), 2 co-saliency detection methods for
each video (CCS [40] and SCS [41]), and 7 video saliency
detection methods (SP [26], CVS [27], RWRV [49], SG [50],
SGSP [52], STBP [53], and VFCN [56]), where VFCN is a
deep learning based video saliency detection method. All the
compared methods are implemented by the source codes or
released results provided by the authors. The qualitative com-
parison of different methods on three datasets are illustrated
in Fig. 3, and the quantitative evaluation results are reported

1 https://rmcong.github.io/proj video sal SRP tip.html

https://rmcong.github.io/proj_video_sal_SRP_tip.html
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Fig. 3. Visual examples of different saliency detection methods.

in Fig. 4 and Table. I, including the P-R curves, F-measures,
and MAE scores.

Visual results of different methods are shown in Fig. 3.
For the image saliency model (e.g., DSR and RRWR), it is
difficult to extract the salient object completely and accurately
from a complex scene due to the lack of motion perception
and inter-frame information. For example, in the Flamingo
video, two birds are both detected as the salient objects by
the DSR and RRWR methods. In fact, only the front one is
the unique salient object in the whole video. In other words,
it is insufficient to directly use the static saliency model to
detect the salient object in video. In the Dog video, the salient
object and the background have the similar color appearance,
which lead to some backgrounds are wrongly detected as
foregrounds by RRWR method. In the Lucia video, the bench
is relatively static compared to the moving human, and should
not be detected as the salient object in the video. However,
the image saliency models fail to effectively suppress these
regions without considering the motion constraints. In the
Parachute video, some backgrounds are wrongly highlighted
by the image saliency models due to the strong luminance.
For the co-saliency detection model, benefiting from the in-
troduction of inter-image correspondence, some backgrounds
are effectively suppressed, such as the trees and lawns in the
Lucia video. However, some foregrounds are missed through
the CCS model, such as the salient objects in the Parachute
video. Moreover, for the co-saliency model, it is difficult to
distinguish motion related salient object from all foreground
objects, such as the Flamingo video. Without introducing the

motion cue, the back of the bird is wrongly retained by CCS
method. By contrast, the video saliency detection methods
produce better results.

Our method achieves the best and most consistent perfor-
mance compared with other methods. The salient objects are
accurately and completely detected from some challenging
videos, such as Flamingo video. Note that, other video salien-
cy detection models either cannot exactly locate the salient
object (such as RWRV) or cannot effectively suppress the
background regions (such as SG and SGSP). For example,
in the Dog video, the salient object is not accurately and
completely detected by the RWRV and STBP methods. In
addition, some video saliency models fail to discover the
salient object accurately from the clustered backgrounds, such
as the SG and STBP models in the Flamingo video. The
SGSP method induces many false positives in the background
regions, and cannot locate the front bird perfectly. In the Lucia
video, compared with other video saliency methods, superior
performance in shape preserving and pinpointing is achieved
through our method.

The P-R curves are shown in Fig. 4. As visible, our method
achieves the highest precision of the whole P-R curves on
these three datasets with remarkable performance gain. In
particular, on the DAVIS dataset, the proposed SRP method
achieves better performance than the deep learning based video
saliency method (i.e., VFCN). The F-measure and MAE scores
are reported in Table I. From the table, it can be seen that
the proposed method obtains the highest F-measure on these
three datasets and the minimum MAE score on the ViSal
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Fig. 4. P-R curves of different methods on three datasets. (a). SegTrackV1 dataset. (b). DAVIS dataset. (c). ViSal dataset.

TABLE I
QUANTITATIVE COMPARISONS WITH DIFFERENT METHODS ON THREE DATASETS. THE BEST RESULTS ARE BOLDED.

SegTrackV1 Dataset DAVIS Dataset ViSal Dataset

F-measure MAE F-measure MAE F-measure MAE

DCLC [9] 0.2755 0.1496 0.4783 0.1350 0.6700 0.1265
DSR [11] 0.4445 0.1305 0.4972 0.1303 0.6923 0.1061

RRWR [14] 0.3267 0.1963 0.5089 0.1693 0.6707 0.1690
HS [15] 0.3821 0.3142 0.4523 0.2505 0.6442 0.2019

BSCA [16] 0.3579 0.2366 0.4680 0.1957 0.6949 0.1703
HDCT [17] 0.4681 0.1268 0.5664 0.1346 0.7047 0.1282
CCS [40] 0.1486 0.1437 0.3476 0.1510 0.5317 0.1427
SCS [41] 0.1137 0.2664 0.2307 0.2567 0.4384 0.2523
SP [26] 0.2159 0.1195 0.4616 0.1430 0.5723 0.1510

CVS [27] 0.5370 0.1085 0.6212 0.1004 0.6676 0.1139
RWRV [49] 0.4458 0.1511 0.3776 0.2001 0.4662 0.1903

SG [50] 0.6218 0.0810 0.5553 0.1034 0.6640 0.1129
SGSP [52] 0.6275 0.1258 0.6911 0.1374 0.6226 0.1772
STBP [53] 0.6583 0.0342 0.5848 0.1015 0.6815 0.0987

VFCN* [56] − − 0.7488 0.0588 − −
SRP 0.6830 0.0949 0.7652 0.0688 0.7517 0.0924

dataset. The proposed method achieves the second and third
places in term of MAE score on the DAVIS and SegTrackV1
datasets, respectively. In addition, the performance gains of our
method against others are more remarkable. Compared with
the second best method in terms of F-measure, the percentage
gain of our method reaches 3.7% on the SegTrackV1 dataset,
2.2% on the DAVIS dataset, and 6.7% on the ViSal dataset.
Moreover, the proposed unsupervised method is superior to
the deep learning based VFCN method, and the percentage
gain of F-measure achieves 2.2% on the DAVIS dataset. All
the quantitative measures demonstrate the effectiveness of the
proposed method.

C. Ablation Study

We comprehensively evaluate each main component (single-
frame saliency reconstruction integrating the static salien-
cy and motion saliency, inter-frame saliency with forward

and backward propagations, and global optimization) on the
DAVIS dataset, and present the quantitative comparison results
in Fig. 5 and Tables II-III.

Compared to the static saliency result, the motion saliency
model achieves the higher precision of the P-R curves, and the
F-measure is increased by 19.4%, which shows the effective-
ness of the motion information in video saliency detection.
Through the multiplying combination, the F-measure and
MAE of the single-frame saliency model reach 0.7358 and
0.0807, which is better than other existing video saliency
models. To fully capture the inter-frame relationship, we
propose the sparsity-based propagation with forward-backward
strategy. As can be seen, the performance is further improved
through the saliency propagation model, and the F-measure
reaches 0.7381 after the backward propagation. Considering
the spatiotemporal smoothness and global consistency, an
optimization model is designed to improve the saliency map,
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Fig. 5. P-R curves of different modules of the proposed method on the DAVIS
dataset.

TABLE II
F-MEASURES OF DIFFERENT MODULES ON THE DAVIS DATASET. SR:
SINGLE-FRAME SALIENCY RECONSTRUCTION THAT INTEGRATES THE

STATIC AND MOTION SALIENCIES. SP: INTER-FRAME SALIENCY
PROPAGATION.

Modules F-measure MAE

SR

Static Saliency 0.5029 0.1206

Motion Saliency 0.6971 0.0807

Single Saliency 0.7358 0.0712

SP
Forward Propagation 0.7318 0.0924

Backward Propagation 0.7381 0.0793

Global Optimization 0.7652 0.0688

and the output is regarded as the final video saliency result.
From Fig. 5, we can be seen that the optimized result achieves
the highest precision of the P-R curves, which is marked
by the red line. The same conclusion can be drawn from
the F-measure reported in Table II, which demonstrates the
rationality and effectiveness of the optimization model. On
the whole, the performance is gradually improved through the
different modules in our method.

In addition, we conduct an additional comparison experi-
ment with different inter-frame propagation strategies, includ-
ing a one-step propagation based inter saliency model that inte-
grates two directly adjacent frames to construct the foreground
dictionary for inter reconstruction, and the proposed forward-
backward propagation based inter saliency model. The quanti-
tative results are shown in Table III. In terms of F-measure, the
one-step propagation based inter saliency achieves 0.7306, and
the inter saliency with forward-backward propagation strategy
reaches 0.7381. In terms of MAE score, the percentage gain of
forward-backward propagation strategy achieves 39% against
the one-step propagation. All these measures demonstrate the
effectiveness of the proposed forward-backward propagation
strategy.

TABLE III
COMPARISONS OF THE DIFFERENT INTER SALIENCY WITH DIFFERENT

PROPAGATION STRATEGIES ON DAVIS DATASET.

One-step propagation Forward-backward propagation

F-measure 0.7306 0.7381

MAE 0.1306 0.0793

D. Parameter Analysis

We comprehensively discuss the influence of different seed
numbers, the tendency chart of F-measure on the DAVIS
dataset is shown in Fig. 6. Generally, the salient regions in
each frame are much smaller than the background regions.
To explore the single-frame saliency, some background seeds
are selected, and the number is denoted as Q1. We can
choose more background seeds to construct a more complete
background dictionary. For the inter-frame saliency propaga-
tion, the foreground seeds are determined to propagate the
sequential relationship across the time axis in a forward-
backward way. The number of foreground seeds is denoted
as Q2. In order to avoid the introduction of interference, the
number of foreground seeds should not be too large. In all the
experiments, we fixed the ratio of Q1 to Q2 as 5 : 1. Selecting
100 or 120 background seeds for each frame is too small
to completely reconstruct the single-frame saliency and will
degenerate the performance. As the seed number increases,
the performance becomes better, and the performance reaches
optimum when (Q1, Q2) is set to (250, 50). Subsequently, the
performance begins to drop. The main reason is that too many
seeds will introduce some false seed regions and decrease
the reconstruction and propagation accuracy. As above, the
performance is not highly sensitive to the parameter (Q1, Q2),
and we set it to (250, 50) in all experiments.

Fig. 6. F-measure of different (Q1, Q2) on the DAVIS dataset.

E. Running Time

In this section, we discuss the running time and computa-
tional complexity of the proposed method. We implemented
the proposed method using MATLAB 2014a on a Quad Core
3.7GHz workstation with 16GB RAM. The running time of
different video saliency detection methods on the DAVIS
dataset are reported in Table IV. As can be seen, the proposed
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TABLE IV
COMPARISONS OF THE AVERAGE RUNNING TIME (SECONDS PER FRAME)

ON THE DAVIS DATASET.

Method SP CVS RWRV SG SGSP STBP SRP

Time 29.81 25.46 36.67 27.20 26.45 174.00 17.03

method takes an average of 17.03 seconds to process one
frame with a resolution of 854×480, and ranks the first
against other video saliency detection methods. Specifically,
for our SRP method, the optical flow calculation costs 65%
of the runtime, the single-frame saliency calculation takes
10% of the runtime, the inter-frame saliency costs 22% of the
runtime, and the global optimization occupies 3% of runtime.
From these statistics, we can see that the global optimization
occupies a small part of the computing resources. The time
complexity of global optimization is proportional to o(N2

a ).
As the number of video frame increases, Na becomes larger,
and the computational complexity will increase. In the future,
we can use a faster optical flow method with parallel technique
to reduce this cost further.

V. CONCLUSION

In this paper, a sparsity-based video saliency detection
algorithm, which integrates a saliency reconstruction model, a
saliency propagation model, and a global optimization model,
is proposed. Saliency reconstruction and propagation models
leverage on the novel motion priors to discover the salient
objects. In addition, their sparse representations not only allow
them to extract the salient object from individual frames
efficiently, but also capture the inter-frame correspondence
along the time axis in a progressive way. Moreover, the
performance is further improved by the global optimization
model. Our comprehensive analysis demonstrated that the
proposed method outperforms the state-of-the-art saliency, co-
saliency, and video saliency models. In the future, we plan to
incorporate our models into a deep learning framework.
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